
An Introduction to Large Vocabulary Continuous Speech Recognition 

Abstract

The goal of Large Vocabulary Continuous Speech Recognition system (LVCSR) is to develop all 
aspects of speech recognition in the domain of spontaneous, conversational speech as opposed to 
planned or read speech. In this tutorial, we will cover all theoretical and practical aspects 
involved in building a state-of the-art  LVCSR system.  The tutorial will discuss in detail the 
various blocks in a LVCSR including: 

1. Feature extraction: Mel-frequency cepstral coefficients and Perceptual Linear prediction 
(PLP) cesptral coefficients

2. Discriminant Analysis and Linear Transformations.
3. Basics of Hidden Markov Modeling 
4. Model training: Forward-backward algorithm, Baum-Welch re-estimation
5. Triphone Modeling and Decision-tree state clustering
6. N-gram language models
7. Recognition and Decoding

8. Adaptation and Normalization for robustness to channel and speaker variations.

Finally, as an example, we will discuss an LVCSR system that was built for the evaluation of 
American Broadcast News as a part of the U.S. DARPA/NIST speech-to-text evaluation.
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